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Reinforcement learning introduce

state(s;) = f(01,71,Qq, ..., A1, 0t)
* Structure
agent
action(a;)
reward(r;)
e ETER

_ environment
observation(0;)

HREH

Goal : maximize the reward(r;)



* markov decision process(MDP)

St — f(ol'rli A1y oeeey Ap—1, Ot)
P(s¢+11Se) = P(Se+1151....5¢)

e Action-value function
Q"(s,a) = E[rpyq1 + VTt42 + V743 .15, a]

y = discounting factor

T = policy

Bellman function

\4

Q°(s,a) = Eg[resr +ymax Q7 (s, a) s, a]



* Q-learning pseudo code

Input: the policy 7 to be evaluated
Initialize V' (s) arbitrarily (e.g.,
Repeat (for each episode):
Initialize S
Repeat (for each step of episode):

A « action given by « for § state
Take action-Aobserve RS’ Next state

V(s) =0,Vs € 8*)

V(S) < "(S) + Q [H + 9 \"(S’) — ‘(S)]

S&S EEEC (i

until S i1s terminal

Value iteration :

Episode : —15i7EX
Step of episode : —1i5#zEL 1Y

{EZH{E

— Optimization-Temporal difference

Q" (s,a) = Q“(s,a) + afre41 + ¥ Q(s',a") — Q¥(s, a)]

Target net

policy net
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state(s;) = f(04,71,Q1, e+, At_1, Ot)




Implementation

reward(r;)
observation(o;)
action(a,)
b J,,..--'—+ Replay Memo ——
Training Loop D. !" ¥ random batch
1. choose random / policy acton Training data
2. sample eny
4. record mamory update Optimize (4)
4, optimize
5. occasional target_net update | ¥ choose |

action Policy Net

Lipdate (5)
Target Net




tool

Gym is a toolkit for developing and comparing
reinforcement learning algorithms. It supports teaching
agents everything from walking to playing games like

Pong or Pinball.

View documentation »
View on GitHub »

O PyTorch

1.9.0+cu102

Q. search Tutorials

PyTorch Recipes [ +]
Introduction to PyTorch [ -]

Learn the Basics.

Quickstart

Tensors

Datasets & Dataloaders

Transforms

Build the Neural Network

Automatic Differentiation with torch.autograd
Optimizing Model Parameters

Save and Load the Model

Learning PyTorch [ -]

Deep Learning with PyTorch: A 60 Minute Blitz
Learning PyTorch with Examples

What is torch.nn really?
Visualizing Models, Data, and Training with

TensorBoard
Image and Videa [ +]
Audio [+]

Text [+]

Get Started Ecosystem Mabile Blog Tutorials Docs v Resources v
.

Tutorials > Reinforcement Learning (DQN) Tutorial

€O Runin Google Colab b Download Notebook €) view on GitHub

REINFORCEMENT LEARNING (DQN) TUTORIAL

Author: Adam Paszke

GitHub

Shortcuts

Reinforcement Learning (DQN) Tutorial
Replay Memory
+ DQN algorithm

+ Training

This tutorial shows how to use PyTorch to train a Deep Q Learning (DQN) agent on the CartPole-v0 task from the OpenAl Gym.

Task

The agent has to decide berween two actions - moving the cart left or right - so that the pole attached to it stays upright. You can

find an official leaderboard with various algerithms and visualizations at the Gym website.




Implementation -game?2

state(s;) =1000*1000 matrix

agent player_module.py

action(a;)

reward(r;) .
e BIERVERER

observation(0;)

HEVEEANRE (P1_code, P1_x, P1_y)

ok
**‘i{

Goal : maximize the reward(r;)



* reward(r;) : score

* action(a;) :fourstate[0,1, 2, 3]

probability

0.1,0.2,0.3,0.4
0.1,0.3,0.2,0.4

0.1,0.4,0.2,0.3.

16 combinations



* observation(o0;): (P1_code, P1_x, P1_y)

X:1000
A

— Y:1000




policy net /Target net

Base: 3 Pawn: 12/45 Res: 14 Score: 34

&+ &

action(a;)

1

3 4

state(s;) =

16



Training demo



Challenge......

* KF game2.py EXff environment
* Training time - > difficult to validate the performance
e Action ? Reward? observation?



Conclusion

It works , but we don’t know if it does work

Thanks for listening!!!
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